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Abstract Using density-functional theory based molecular
dynamics simulations, we study stress and temperature-in-
duced chemical reactions in bulk systems containing triphos-
phoric acid and zinc-phosphate molecules. The nature of
the products depends sensitively on the imposed conditions,
e.g., isotropic and even more so shear stress create (zwitter-)
ionic products. Free ions also emerge from thermal cycles,
but the reactions are endothermic rather than exothermic as
for stress-induced transitions and zinc-atoms remain four-
coordinated. Hydrostatic stresses required for reactions to
occur lie well below those typical for tribological micro-
contacts of stiff solids and are further reduced by shear. Be-
fore zinc atoms change their coordination under stress, pro-
ton mobility increases, i.e., hydrogen atoms start to change
the oxygen atom they are bonded to within 10 ps time scales.
The hydrostatic stress for this to occur is reduced with in-
creasing shear. Our finding suggests that materials for which
number, nature, and mobility of ions is stress sensitive can-
not have a well-defined position in the triboelectric series,
since local contact stresses generally depend on the stiff-
ness of the counter body. Moreover, our simulations do not
support the idea that chemical reactions in a tribo-contact
are commonly those that would be obtained through heating
alone.
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1 Introduction

Mechanochemistry is primarily concerned with the interplay
of mechanical forces and chemical bonds [1–3]. This in-
cludes the analysis of the breaking or unfolding of individual
molecules under tensile forces, which is of great scientific
interest [1,4], but also, stress-induced chemical changes in
bulk systems under positive hydrostatic stresses, as they oc-
cur during ball milling [5] and/or at rubbing interfaces [2,6],
i.e., in tribochemistry. Two questions in mechanochemistry
are surprisingly unexplored. First, how does the precise form
of the stress tensor affect stress-induced chemical changes?
Most works, including influential reviews [1,2], treat stress
as being small or large. However, mathematically speaking,
stress is a three-by-three matrix and not simply a scalar.
Thus, for certain reactions to be preferentially induced in
an originally isotropic system, the three eigenvalues of the
stress tensor may have to approach three independent tar-
get numbers closely. In other words, generating an optimum
condition for a certain reaction to occur could necessitate
the simultaneous tuning of shear and hydrostatic stress plus
one additional condition, and even more conditions for or-
dered systems. Second, how do stress and its anisotropy af-
fect the generation of ions and/or their mobility? The answer
to this question could be central to correctly explain various
observations made on the friction-induced charge transfer
between two rubbing, large band-gap insulators, which is
one of the earliest studied natural phenomena [7]. In fact, as
McCarty and Whitesides [8] discuss very thoroughly, tribo-
charging is difficult to explain when not only electrons but
also ions appear to be immobile. Thus, a central question
to be addressed is how (contact) stress affects number and
mobility of ions and not only the electronic band structure.

There is an arsenal of bulk systems for which the precise
form of the stress tensor could affect the chemical struc-
ture after the external stress is released [9–12], irrespec-
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tive of whether or not it involves the separation of an in-
terface. We decided to first focus on phosphate-based sys-
tems, because their properties appear to be particularly sen-
sitive to external stresses: the formation and functionality of
zinc-phosphate (ZnPs) based anti-wear films on rubbing sur-
faces [13,14] as well as their patchiness with stiff films oc-
curring on the highly loaded asperities and soft films in the
valleys [15] was interpreted as a stress hysteresis [16]. Ex-
periments supported the conjecture that the fast formation
of stiff films benefits from hard substrates in that mechani-
cal properties of the substrates were found to be more crit-
ical than their stoichiometry [17,18]. Metal phosphates are
also used for many other applications, e.g., as electrolytes in
Galvanic [19] and fuel cells [20,21]. The question arises to
what extent the conductivity of (metal) phosphates [22,20,
21,23–25] can be increased through the application of me-
chanical stress, given that computer simulations of triphos-
phoric acid molecules indicated a proton transfer reaction to
occur between originally identical and neutral molecules at
a hydrostatic pressure of p ≈ 3.5 GPa, whereby free cations
and anions were produced [26]. Related stress-induced pro-
cesses may explain why the conductivity of a 1:1 mixture of
CsHSO4 and CsH2PO4 was substantially enhanced through
ball milling [24]. The interplay of mechanical stress and
phosphate chemistry even appears in organic systems, where
mechanically stressing integrin receptors was observed to
enhance the tyrosine phosphorylation of cytoskeletally an-
chored proteins [27]. These few examples are certainly only
the tip of the iceberg of cases, in which the stress and its
anisotropy affect the chemistry of phosphates and the tip of
an entire mountain range if other group-5-element contain-
ing (molecular) solids were included.

We have recently studied the response of a bulk system
containing triphosphoric acid and zinc phosphate molecules
to externally imposed deformations [28]. All compression/
decompression cycles lead to exothermic chemical changes,
however, the reaction energy, i.e., the energy difference be-
tween the fully relaxed initial and final structures, generally
turned out largest in magnitude under isotropic deformation
and smallest when the deformation was most anisotropic.
The bulk modulus of the decompressed structures revealed
similar trends. Unfortunately, our previous analysis of the
structural or chemical changes in terms of two- and three-
body correlation functions did not allow us to rationalize our
results. The original motivation of this work was to achieve
this with a more detailed analysis of the chemical bonding.
We discovered, much to our surprise, that the Lewis struc-
tures of the configurations, which were produced while com-
pressing three-dimensional, orthorhombic simulation cells,
could be represented in terms of Lewis structures containing
a linear zinc-phosphate chain plus potentially a protonated
phosphoric acid molecule. This feature allowed us to inter-
pret the stress-induced changes in zinc phosphates in rather

simple chemical terms and to reveal a process, which might
be dubbed stress-induced (zwitter-) ionization. Such a pro-
cess is likely to have immediate consequences for rubbing or
contact induced static charge, also known as triboelectricity.
While we analyze to a large extent the structures produced
during our previous study, we added additional calculations
to increase statistics, to better analyze decomposition pro-
ducts, and to study the response of the studied system to
heating and cooling.

2 Model and Methods

2.1 Simulation details

Density-functional theory [29,30] simulations are done us-
ing the same CP2K open-source package [31] and similar
methodology as our precedent paper [28], including the Per-
dew-Burke-Ernzerhof exchange-correlation functional [32]
with Grimme empirical corrections to the dispersion interac-
tions [33] and Goedecker-Teter-Hutter pseudopotentials [34,
35] with the double-ζ Gaussian basis sets [36]. Energy cut-
offs were 400 Ry in molecular dynamics simulations and
600 Ry in static calculations. Temperature (default value
600 K) was controlled through ”canonical-sampling-through-
velocity-rescaling” thermostat [37]. Constant stress and con-
stant pressure were imposed through Nose-Hoover chain ba-
rostats [38].

In N pT -simulations, pressure was changed in steps of
1 GPa. At each pressure, the system was given 10 ps to ther-
mally equilibrate under isotropic volume changes, which cor-
responds to an effective pressure rate of 0.1 GPa/ps. In strain-
controlled simulations, the strain was changed in quanta of
0.02 (with respect to the initial configuration), which was
followed by equilibration periods of 6 ps leading to an ef-
fective strain rate of approximately 3.3 GHz. In minimum
energy calculations, box shape and atomic coordinates were
allowed to relax. Energy differences reported further below
always refer to those between relaxed structures.

2.2 Initial configuration

Starting point of our simulations are two triphosphoric acid
(P3O10H5) and two zinc-phosphate (Zn[PO4H2]2) molecules.
The response of these molecules to isotropic stress was in-
vestigated before [16] to rationalize the stress-induced for-
mation of anti-wear films. This is why we (rightfully) ex-
pected interesting mechanochemistry to happen. The molec-
ular Lewis structures are shown in Fig. 1(a) and (b), respec-
tively. Initially, the four molecules are placed in a cubic sim-
ulation cell with a volume of V = (3 nm)3, and then com-
pressed to V = (1.2 nm)3 within 50 ps at temperature of
T = 600 K. Next, an external pressure p = 0.5 GPa was
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applied and the system equilibrated for 20 ps at the same
temperature. During this time, all covalent, ionic, and mixed
bonds remain intact. However, due to the rotation of terminal
groups and other molecular rearrangements, the hydrogen-
bond network changes over a-few-picoseconds timescales.
Although the simulation cell is kept cubic at all times and the
final, dense configurations are space-filling, see Fig. 1(d),
which shows one of three starting structures. It turns out
that it is possible to represent the resulting structures as a
single linear molecule with side groups, which is done in
Fig. 1(c). By virtue of periodic boundary conditions, the
chain is formally infinitely long, though we would not ex-
pect long chains to be periodic if larger system sizes could
be afforded computationally.

2.3 Deformations of the unit cell

After thermal equilibration, the system was compressed in
three different modes: (a) isotropic compression, (b) area-
conserving, uniaxial compression, and (c) volume-conserving
uniaxial compression. During (b), the area normal to the di-
rection of compression remained fixed, while in (c) it was
scaled such that the volume of the simulation cell was con-
stant. Typical deformation modes in a high-pressure diamond-
anvil-cell experiments are close to mode (a). Ball milling
and tribological contacts would frequently lie somewhere
between (b) and (c) whenever normal contact forces clearly
exceed lateral forces, a situation which we refer to as “im-
plicit or no explicit shear”. The precise location of such a
stress state would depend on the Poisson’s ratio ν of the
compressed material, e.g., it would be close to compression
mode (b) for ν = 0 and to mode (c) for ν = 1/2. The final
configuration of the simulation at fixed strain (or pressure),
in which the coordination of one zinc atom changed from
four to five, was used as a starting configuration for a sub-
sequent decompression. During decompression, all degrees
of freedom were allowed to fully relax to zero stress and
minimum energy, that is, every atomic coordinate as well as
the six degrees of freedom specifying the simulation cell,
which are three lengths and three angles. Each deformation
mode was studied with two independent starting configu-
rations. For the non-isotropic modes (b) and (c), structures
were compressed along x, y, and z-axes, which results in six
independent simulations total. For completeness sake, we
wish to mention that further substantial chemical modifica-
tions were only observed when stresses were so high that
a six-fold coordination of Zn-atoms was produced, which
happened well above 10 GPa during isotropic compression,
consistent with previous works [16,39].

3 Results

We applied compressive deformations to samples, which were
prepared as described in Sec. 2.2 and then pressurized and
decompressed as described in Sec. 2.3. The Lewis structures
of randomly chosen, decompressed systems—selected from
typically nine configurations starting from the same initial
structure but using different compression direction or ran-
dom seeds for the thermostat—are shown in the top row of
Fig. 2 (a)-(c) reflecting, in this order, deformation modes (a)-
(c), while the three-dimensional structures are shown in the
bottom row. Lewis structures were drawn by first connect-
ing hydrogen to oxygen atoms and next oxygen to phosphor
atoms so that the octet rule was satisfied. In a few struc-
tures, not any of those selected for Fig. 2, some ambiguity
remained on where to place double bonds between P and
O. This ambiguity was lifted by selecting those Lewis struc-
tures that produced the smallest number of formal charges.
The same principle was applied to classifying Zn-O bonds
as ionic or covalent.

One compression/decompression cycle usually led to sim-
ilarly looking products, although some runs produced pro-
tonated phosphoric acid molecules, while others didn’t. Yet,
reaction energies and elastic properties differed little from
one simulation to the next for a given compression mode.
In contrast, different deformation modes resulted in clearly
distinct products and properties.

Some general observations, valid for each of the investi-
gated compression/decompression modes, can be made. One
zinc atom remains four coordinated with oxygen while the
other forms an additional bond with another oxygen atom.
Distorted tetrahedral and distorted square pyramidal molec-
ular geometry are adopted around four and five-coordinated
zinc atoms, respectively. In each structure, at least one, usu-
ally two net proton transfers between phosphate groups oc-
curred resulting in ionic or zwitterionic products after de-
compression leading to the same number of formal charges.
However, already during compression, a significant fraction
of hydrogen atoms changed the oxygen atom that they had
been bonded to, even if the affected phosphate groups re-
mained formally unaltered over the entire cycle.

The percentage of such “mobile” hydrogen atoms, or,
rather, mobile protons, occurring on average during the 6 ps
time scale between the initial and final structure of a sim-
ulation at fixed strain tensor is reported in Fig. 3 for mode
(b). In the investigated strain range, three domains are ob-
served: An initial increase of mobile protons up to a (com-
pressive) strain of 0.1, i.e., at ε/ε∗ ≈ 0.4, followed by a first
sudden drop. In this strain range, the von Mises stress, σvM,
which is a measure of stress anisotropy or shear stress, is
relatively constant. A second domain of increasing proton
mobility follows, where this time, σvM increases with in-
creasing compression. The second domain also terminates
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Fig. 1 Lewis structure of the initial molecules, specifically (a) Zn[PO4H2]2 and (b) P3O10H5, and (c) Lewis and (d) three-dimensional structures
of the initial structure after compression to p = 0.5 GPa. In (c) and (d), Zn atoms are drawn in gray, P atoms in orange and O in red. H atoms are
drawn in red and in light-blue colors in (c) and (c’), respectively. The polyhedra color-coding is consistent with its respective central atom. Dashed
gray arrows in (a) and (c) indicate ionic bonds and are drawn in the direction from negatively to positively charged atoms. Numbers enumerate
phosphor atoms.
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Fig. 2 Lewis and three-dimensional structures of the system after decompression from (a) isotropic, (b) uniaxial, and (c) volume-conserving
compressions. Dashed arrows indicate ionic bonds. Zinc, phosphorus and oxygen are presented in gray, orange and red colors, respectively. Formal
positive charges are always assigned to the phosphor atom in a phosphate group rather than to hydrogen atoms. Two colors were used for hydrogen
atoms when drawing Lewis structures: red for those that are bonded to the same oxygen atom before and after the compression and green otherwise.

with a drop in the number of mobile protons and a quasi-
discontinuous decrease of σvM. At the high-strain end of this
second domain, the coordination number of one zinc atom
increases from four to five. Immediately after the final coor-
dination on the zinc cation was acquired, only a few protons
remained mobile in the compressed state, in particular those
associated with charged groups. Even those protons became
immobile once the systems had been decompressed, i.e., re-

laxed to the next available, zero-stress energy minimum, and
then re-equilibrated at 450 K.

To elucidate, whether the large number of mobile pro-
tons were singular events allowing the terminal phosphate
groups to acquire a new mechanically stable position or in-
stead indicative of a large proton mobility at that given state
of being strained, selected configurations were allowed to
further equilibrate at that given state point. The numbers re-



Mechanochemical ionization – differentiating pressure-, shear-, and temperature-induced reactions in a model phosphate 5

0.0 0.2 0.4 0.6 0.8 1.0 1.2

ε / ε
*

0

1

2

3

4

5

σ
v
M

, 
G

P
a

0.0 0.2 0.4 0.6 0.8 1.0 1.2

ε / ε
*

0

20

40

60

80

100

%
 o

f 
m

o
b
il

e 
H

 a
to

m
s

coordination
change of Zn
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(b). The strain is normalized by its value ε∗ ≈ 0.24 at which the coor-
dination number of one zinc atom changes from four to five.

duced typically reduced to 85% of the previous value. We
thus conclude that the number of mobile protons is sensitive
to the strain.

The just-reported characteristics were similar for all three
compression modes. The points of the second transition, at
which the coordination number change of zinc occurred,
were, on average, (p,σvM) = (a) (4.0,1.2) , (b) (3.1,3.9) and
(c) (1.2, 2.1), each time in units of GPa. Moreover, in modes
(a) and (c) similar trends are found for the proton mobility
and the von Mises stress as those reported in Fig. 3 for mode
(b). However, the relative effects for the von Mises stress are
smaller for the isotropic compression than for mode (b) and
(c) and would vanish altogether for larger samples or if the
stress tensors of different random realizations were averaged
before evaluating σvM.

In addition to different stress-tensor invariants at which
the coordination of Zn changes, different deformation modes
lead to different characteristics in the final structures. The
degree of structural rearrangement increases, not surpris-
ingly, with increasing deformation anisotropy, i.e., with in-
creasing (implicit) shear. Most notably, mode (c) leads to the
transfer of a Zn atom from the molecular backbone to a side
group. Moreover, only one Zn-O bond breaks in modes (a)
and (b), while two break in mode (c), which can be deduced
from Fig. 2, in which the Zn atom shown on the right-hand
side is always the same Zn atom as that shown to the right
in the starting structure. The involved oxygen atoms are (a)
the one bridging the right Zn and P(4’) in the original Lewis
structure, (b) the left Zn and P(4), and (c) the left Zn and
P(4’) as well as the right Zn and P(1’). As final detail, we
wish to add that in mode (a), the P(4’) unit moves from the
backbone to the side chain, while P(2) is first on the side
chain and moves into the backbone, whereby the number
of backbone atoms is reduced from eight to six. In mode
(b), a similar change occurred, however, this time involving

P(4) and P(2’). We note that no P-O-bond was broken in any
compression run, however, their bond order was occasion-
ally subject to change.

The just-reported statistics are produced irrespective of
the choice of the compression axis, although the precise na-
ture of the products differed each time and it appeared to be
random which of the two zinc atoms became penta-coordinate.
A similar stress-induced coordination change in zinc-ortho-
phos-phate [α-Zn3(PO4)2] was observed to occur near a hy-
drostatic pressure of 9 GPa in a combined experimental, the-
oretical study and attributed to the ability of Zn to grasp on
to additional oxygen atoms by hybridizing a d orbital with a
p orbital of a bridging oxygen into a σ bond [40]. The insen-
sitivity of our main results (number of produced ions, energy
of reaction, final bulk modulus, number of mobile atoms
during high compression) on the direction of compression
in a sample as small as ours could result from the relatively
high symmetry of the tetrahedral bonding on zinc and phos-
phorous atoms and the relatively large number of terminat-
ing OH groups making them originally point in quasi-random
directions.

A few additional details are worth discussing. All defor-
mation-induced reactions generally lead to the formation of
zwitterions, although free ions—completely detached from
the backbone—are also produced occasionally in the form
of protonated phosphoric acid molecules, similar to the struc-
tures discussed further below for the thermally treated sam-
ples. Although isolated, singly positively charged P(OH)4
molecules would probably not form in gas-phase or solu-
tion chemistry, an isolated molecule remained stable over
more than 10 ps at temperatures of 900 K and 1,500 K in
a DFT simulation. In contrast, we found an isolated, neu-
tral P(OH)4 molecule to spontaneously decompose at room
temperature into a hydrogen radical and a phosphoric acid
molecule.

To compare stress with temperature-induced reactions,
we first heated the system to 1,000 K, while avoiding evap-
oration by setting the pressure to p = 0.5 GPa. This value of
temperature is already beyond the estimates, which are of-
ten believed to occur at small scales in tribological contacts
as advocated by the hot spot model [41]. Temperature was
then brought back down in discrete steps of 300 K, allow-
ing the system to relax for 5 ps at each step, which was long
enough for the enthalpy to reach a regime where signs of
relaxation were hidden in thermal noise. Although roughly
half of all protons in the system became mobile at 1,000 K,
the system reverted back to the original Lewis structure after
cooling. True chemical changes and the formation of ions
required the temperature to be set up as high as 1,500 K
within the 10 ps time span of a simulation. In the 1,500 K
annealing run, about 70 % of protons changed the oxygen
they were originally bonded to, and a protonated phospho-
ric acid molecule formed together with a negatively charged



6 Sergey V. Sukhomlinov et al.

backbone molecule. After cooling, the charges remained on
the entities on which they were generated. The final space-
filling structure and its Lewis structure are shown in Fig. 4.
During cooling, roughly 50% of the protons remained mo-
bile, which is a similar ratio as during heating before ions
were formed. When going down further to 500 K, only 10-
15 % hydrogens remained mobile. We note in passing that
going up to 5,000 K lead to the formation of three water
molecules, which, however, required the breaking of P-O
bonds. It is outside the scope of this work to assess if the
latter reactions would occur on experimental time scales at
lower temperature.

The thermal cycles were endothermic with an energy of
reaction of ∆E = 0.138 eV for T = 1,500 K and ∆E =

0.507 eV for T = 5,000 K per Zn atom, while all stress cy-
cles were exothermic with ∆E ranging from −0.077 eV for
mode (c) to −0.195 eV for mode (a) compression. Given
our results, the occasionally made assumption that mecha-
nochemistry results predominantly from local heating, as
advocated in the hot-spot model [41], seems unlikely for our
system of interest. In addition, we are somewhat skeptical
of typical flash-temperature estimates as they tend to assign
the dissipated energy to a small interfacial zone, although
important dissipative processes contributing substantially to
friction, such as viscoelastic or plastic deformation, also take
place far away from it.

4 Potential relevance to triboelectricity

We believe our results on stress-induced ionization to matter
in the context of triboelectcricity. Although the required lo-
cal stresses of order 1 GPa may appear large from a contin-
uum perspective, linear-elasticity theory predicts them to be
of order root-mean-square height gradient times the smaller
Young’s modulus of the contacting materials [42]. They can
exceed the macroscopic hardness, because plasticity-inducing
defects are not energetically favorable at small scales and/or
because of inertial confinement in a short-lasting asperity
collision. Thus, even contacts formed by amber and ker-
atin (wool, fur, epidermis of skin, etc.), which both have
relatively large Young’s modulus and form the basis of the
classical amber against wool or cat-fur triboelectricity cou-
ple [7], must be expected to reach local values exceeding
1 GPa.

Nernst [43] speculated a long time ago that tribocharg-
ing between insulators is due to ion transfer. He proposed
various equations describing how ions account for contact-
induced charging in response to gradients or interfacial dif-
ferences in chemical composition, ion concentration, tem-
perature, pressure, and the like. A prominent example of the
processes that Nernst thus might have foreseen is the tribo
charging of falling graupel sliding past small ice crystals ris-
ing in a thundercloud. Central parameters in Nernst’s dis-
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cussion are ionic mobilities and number densities, which are
utterly sensitive to stress in our model phosphate at typical
contact stresses. It may appear daring to discuss triboelec-
tricity w.r.t. our phosphates, in light of its (current) absence
in popular triboelectric series [44,45], in which material A
is placed above material B if A acquires a positive charge
through rubbing against B. Nonetheless, dry phosphate ores
seem prone to triboelectric charging, because they can be
beneficiated with triboelectric belt separators [46,47].

A careful review of the literature [48] should prevent one
from making strong claims of one mechanism, let alone one
material property, to be the sole key to understand tribo-
induced charging between insulators, even if it is enticing
and in each case justifiable to correlate the (fuzzy) tribo-
electrical series according to the materials’ dielectric con-
stant [49], pKa [50], Seeman [51], or flexoelectric coeffi-
cients [52]. As is the case for the origin of friction, where
strikingly different microscopic mechanisms can lead to iden-
tical macroscopic friction laws [53], triboelectricity being
one of them [54], the question to be answered is not what
single mechanism explains everything but which mechanism
dominates under what circumstances and how can we fig-
ure out, theoretically or experimentally, which one it is? In
fact, the existence of a cyclic triboelectric series [8], where
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material A is more tribopositive than B than C than A—
somewhat reminiscent of the stairs in the famous lithogra-
phy Ascending and Descending by the Dutch artist Mau-
rits Cornelis Escher (1960)—appears to indicate that there
is not a single dominant tribo-charging mechanism for the
AB, BC, and CA interfaces. Likewise, the reversal of charg-
ing direction with increasing rubbing time [49,55] can be
seen as an indicator for the existence of competing tribo-
charge carriers potentially having different response times.

While regular ion-transfer charging can already be at
the root of various triboelectric observations, such as the
charging between dielectrics of identical chemistry but dif-
ferent size [56,57] or mosaics of positive and negative do-
mains [58], additional phenomena might have their root in
stress-enhanced ionization. This concerns in particular how
strain alters the position of some materials in the triboelec-
tric series [59,60] and the correlation of the latter with their
pKa [50], which appears natural, since a material with a large
propensity to donate protons to an electrolyte will also re-
lease them under stress. Such an effect could even radically
change the positioning of a material in a triboelectric series,
e.g., when it has stress-releasable protons in addition to nu-
cleobase moieties. In well-defined, single-asperity contacts,
free ions would only be expected to occur above a certain
threshold force and explicit stress would enhance but not be
required for tribocharges to be generated. In randomly rough
surfaces, the repositioning of a material in a triboelectric se-
ries due to increased surface roughness [61] could simply
result from an increased rms-height gradients and thus in-
creased contact stresses. We certainly do not mean to im-
ply that the observation of every discussed phenomenon au-
tomatically implies stress-induced ionization to be respon-
sible for it. However, given the ease with which ions can
be apparently created under stress, our bias has certainly
shifted toward the “ion-transfer school”, despite us having
made large efforts in the past toward the design of empiri-
cal electron-transfer potentials describing tribocharging be-
tween dielectrics [62].

5 Conclusions

To summarize, our simulations on phosphates revealed a sig-
nificant stress-induced (zwitter) ionization at stresses that
appear unavoidable in tribological contacts, where similar
molecules are used as anti-wear and anti-oxidant additives.
The final molecular structures turned out to depend sensi-
tively on the precise shape of the stress tensor during com-
pression, and differed again from those obtained through
thermal activation at moderate hydrostatic stresses. This ob-
servation provides theoretical support but also refinement of
the experimentally acquired picture that tribo-charging can
originate from the creation of radicals through mechano-
chemistry [63,64]. The large number of ions produced in

our simulations—protons were mobilized long before the
quasi-discontinuous changes in enthalpy occured, e.g., at
p ≈ 0.6 GPa and σvM = 2 GPa—should certainly suffice to
create a net imbalance of one elementary charge per 100,000
surface atoms, which is the value needed to yield tribovolt-
ages of several thousand volts on insulators [60]. The tar-
geted exploration of the stress-induced ionization via sim-
ulations might benefit the search for triboelectrically active
materials. Stress-released ions could lead to large tribo-voltages
on a first stroke and thus be desired. However, they could
also be detrimental should it be difficult to chemically re-
juvinate the material after exploitation of the tribovoltage. In
any event, it seems clear that gas-phase chemical consider-
ations for the functionality of materials in contact situations
might have to be augmented with analysis similar to ours, in
order to ascertain if or how a certain substance or material
fulfills its requirements for the expected contact conditions.
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F. Grepioni, K.D.M. Harris, G. Hyett, W. Jones, A. Krebs, J. Mack,
L. Maini, A.G. Orpen, I.P. Parkin, W.C. Shearouse, J.W. Steed,
D.C. Waddell, Chem. Soc. Rev. 41(1), 413 (2012). DOI
10.1039/c1cs15171a

3. R.T. O’Neill, R. Boulatov, Nat. Rev. Chem. 5(3), 148 (2021). DOI
10.1038/s41570-020-00249-y

4. S. Akbulatov, R. Boulatov, ChemPhysChem 18(11), 1422 (2017).
DOI 10.1002/cphc.201601354

5. A.A.L. Michalchuk, E.V. Boldyreva, A.M. Belenguer, F. Em-
merling, V.V. Boldyrev, Front. Chem. 9 (2021). DOI
10.3389/fchem.2021.685789

6. G. Kaupp, CrystEngComm 11(3), 388 (2009). DOI
10.1039/b810822f

7. P. Iversen, D.J. Lacks, J. Electrost. 70(3), 309 (2012). DOI
10.1016/j.elstat.2012.03.002

8. L. McCarty, G. Whitesides, Angew. Chem. Int. Edit. 47(12), 2188
(2008). DOI 10.1002/anie.200701812

9. J. Badro, D.M. Teter, R.T. Downs, P. Gillet, R.J. Hemley,
J.L. Barrat, Physical Review B 56(10), 5797 (1997). DOI
10.1103/physrevb.56.5797

10. R. Zhang, W. Cai, T. Bi, N. Zarifi, T. Terpstra, C. Zhang, Z.V. Ver-
deny, E. Zurek, S. Deemyad, The Journal of Physical Chemistry
Letters 8(15), 3457 (2017). DOI 10.1021/acs.jpclett.7b01367

11. Y. Gao, Y. Ma, Q. An, V. Levitas, Y. Zhang, B. Feng,
J. Chaudhuri, W.A. Goddard, Carbon 146, 364 (2019). DOI
10.1016/j.carbon.2019.02.012

12. J. Zhang, J.P. Ewen, H.A. Spikes, Molecular Systems Design &
Engineering (2022). DOI 10.1039/d2me00049k

13. M.A. Nicholls, T. Do, P.R. Norton, M. Kasrai, G. Bancroft, Tribol.
Int. 38(1), 15 (2005). DOI 10.1016/j.triboint.2004.05.009

14. J. Zhang, H. Spikes, Tribol. Lett. 63(2) (2016). DOI
10.1007/s11249-016-0706-7



8 Sergey V. Sukhomlinov et al.

15. M.A. Nicholls, T. Do, P.R. Norton, G.M. Bancroft, M. Kasrai,
T.W. Capehart, Y.T. Cheng, T. Perry, Tribol. Lett. 15(3), 241
(2003). DOI 10.1023/a:1024813203442

16. N.J. Mosey, M.H. Müser, T.K. Woo, Science 307(5715), 1612
(2005). DOI 10.1126/science.1107895

17. D. Shakhvorostov, M.A. Nicholls, P.R. Norton, M.H. Müser, Eur.
Phys. J. B 76(3), 347 (2010). DOI 10.1140/epjb/e2010-00193-3

18. N.N. Gosvami, J.A. Bares, F. Mangolini, A.R. Konicek, D.G.
Yablon, R.W. Carpick, Science 348(6230), 102 (2015). DOI
10.1126/science.1258788

19. A. Naveed, H. Yang, J. Yang, Y. Nuli, J. Wang, Angew. Chem. Int.
Edit. 58(9), 2760 (2019). DOI 10.1002/anie.201813223

20. M. Vijayakumar, A.D. Bain, G.R. Goward, J. Phys. Chem. C
113(41), 17950 (2009). DOI 10.1021/jp903408v

21. M. Inukai, S. Horike, T. Itakura, R. Shinozaki, N. Ogiwara,
D. Umeyama, S. Nagarkar, Y. Nishiyama, M. Malon, A. Hayashi,
T. Ohhara, R. Kiyanagi, S. Kitagawa, J. Am. Chem. Soc. 138(27),
8505 (2016). DOI 10.1021/jacs.6b03625

22. M. O'Keeffe, C. Perrino, J. Phys. Chem. Solid. 28(2), 211 (1967).
DOI 10.1016/0022-3697(67)90110-2

23. D.A. Boysenand, S.M. Haile, H. Liu, R.A. Secco, Chem. Mater.
15(3), 727 (2003). DOI 10.1021/cm020138b

24. A. Matsuda, T. Kikuchi, K. Katagiri, H. Muto, M. Sakai,
Solid State Ionics 177(26-32), 2421 (2006). DOI
10.1016/j.ssi.2006.03.053

25. O. Paschos, J. Kunze, U. Stimming, F. Maglia, J. Phys. Con-
dens. Matter 23(23), 234110 (2011). DOI 10.1088/0953-
8984/23/23/234110

26. N.J. Mosey, T.K. Woo, M.H. Müser, Phys. Rev. B 72(5) (2005).
DOI 10.1103/physrevb.72.054124

27. C. Schmidt, H. Pommerenke, F. Dürr, B. Nebe, J. Rychly, J. Biol.
Chem. 273(9), 5081 (1998). DOI 10.1074/jbc.273.9.5081

28. S.V. Sukhomlinov, M.H. Müser, Tribol. Lett. 69(3) (2021). DOI
10.1007/s11249-021-01462-6

29. P. Hohenberg, W. Kohn, Phys. Rev. 136(3B), B864 (1964). DOI
10.1103/physrev.136.b864

30. W. Kohn, L.J. Sham, Phys. Rev. 140(4A), A1133 (1965). DOI
10.1103/physrev.140.a1133

31. J. Hutter, M. Iannuzzi, F. Schiffmann, J.V. de Vondele, Wiley
Interdiscip. Rev. Comput. Mol. Sci 4(1), 15 (2013). DOI
10.1002/wcms.1159

32. J.P. Perdew, M. Ernzerhof, K. Burke, J. Chem. Phys. 105(22),
9982 (1996). DOI 10.1063/1.472933

33. S. Grimme, J. Antony, S. Ehrlich, H. Krieg, J. Chem. Phys.
132(15), 154104 (2010). DOI 10.1063/1.3382344

34. S. Goedecker, M. Teter, J. Hutter, Phys. Rev. B 54(3), 1703 (1996).
DOI 10.1103/physrevb.54.1703

35. C. Hartwigsen, S. Goedecker, J. Hutter, Phys. Rev. B 58(7), 3641
(1998). DOI 10.1103/physrevb.58.3641

36. J.V. de Vondele, J. Hutter, J. Chem. Phys. 127(11), 114105 (2007).
DOI 10.1063/1.2770708

37. G. Bussi, D. Donadio, M. Parrinello, J. Chem. Phys. 126(1),
014101 (2007). DOI 10.1063/1.2408420

38. G.J. Martyna, M.L. Klein, M. Tuckerman, J. Chem. Phys. 97(4),
2635 (1992). DOI 10.1063/1.463940

39. D. Shakhvorostov, M.H. Müser, N.J. Mosey, Y. Song, P.R. Norton,
Phys. Rev. B Condens. Matter Mater. Phys. 79(9), 094107 (2009).
DOI 10.1103/PhysRevB.79.094107

40. D. Shakhvorostov, M.H. Müser, N.J. Mosey, D.J.
Munoz–Paniagua, G. Pereira, Y. Song, M. Kasrai, P.R. Norton, J.
Chem. Phys. 128(7), 074706 (2008). DOI 10.1063/1.2837809

41. A.W. Tricker, G. Samaras, K.L. Hebisch, M.J. Realff,
C. Sievers, Chem. Eng. J. 382, 122954 (2020). DOI
10.1016/j.cej.2019.122954

42. B.N.J. Persson, J. Chem. Phys. 115(8), 3840 (2001). DOI
10.1063/1.1388626

43. W. Nernst, Ann. Phys. (Berl.) 294(8), i (1896). DOI
10.1002/andp.18962940815

44. D.J. Lacks, J. Electrost. 51(28), 6822 (2012). DOI
10.1002/anie.201202896

45. H. Zou, Y. Zhang, L. Guo, P. Wang, X. He, G. Dai, H. Zheng,
C. Chen, A.C. Wang, C. Xu, Z.L. Wang, Nat. Comm. 10(1), 1427
(2019). DOI 10.1038/s41467-019-09461-x

46. D. Tao, M. Al-Hwaitti, Min. Sci. Tech. (China) 20(3), 357 (2010).
DOI 10.1016/s1674-5264(09)60208-8

47. J. Bittner, F. Hrach, S. Gasiorowski, L. Canellopoulus,
H. Guicherd, Procedia Engineer. 83, 122 (2014). DOI
10.1016/j.proeng.2014.09.021

48. D.J. Lacks, T. Shinbrot, Nat. Rev. Chem. 3(8), 465 (2019). DOI
10.1038/s41570-019-0115-1

49. A. Coehn, Ann. Phys. 64(300), 217 (1898). DOI
10.1002/andp.18983000203

50. A. Diaz, R. Felix-Navarro, J. Electrost. 62(4), 277 (2004). DOI
10.1016/j.elstat.2004.05.005

51. E.C. Shin, J.H. Ko, H.K. Lyeo, Y.H. Kim (2021)
52. C. Mizzi, A. Lin, L. Marks, Phys. Rev. Lett. 123(11), 116103

(2019). DOI 10.1103/physrevlett.123.116103
53. M.H. Müser, M. Urbakh, M.O. Robbins, in Adv. Chem. Phys.

(John Wiley & Sons, Inc., 2003), pp. 187–272. DOI
10.1002/0471428019.ch5

54. T.A.L. Burgo, C.A. Silva, L.B.S. Balestrin, F. Galembeck, Sci.
Rep. 3(1) (2013). DOI 10.1038/srep02384

55. H.T. Baytekin, B. Baytekin, J.T. Incorvati, B.A. Grzybowski,
Angew. Chem. Int. Edit. 124(20), 4927 (2012). DOI
10.1002/ange.201200057

56. H. Zhao, G. Castle, I. Inculet, J. Electrost. 55(3-4), 261 (2002).
DOI 10.1016/s0304-3886(01)00209-1

57. M.A. Bilici, J.R. Toth, R.M. Sankaran, D.J. Lacks, Rev. Sci. In-
strum. 85(10), 103903 (2014). DOI 10.1063/1.4897182

58. H.T. Baytekin, A.Z. Patashinski, M. Branicki, B. Baytekin,
S. Soh, B.A. Grzybowski, Science 333(6040), 308 (2011). DOI
10.1126/science.1201512

59. P.E. Shaw, Proc. R. Soc. Lond. A 94(656), 16 (1917). DOI
10.1098/rspa.1917.0046

60. M. Sow, R. Widenor, A. Kumar, S.W. Lee, D.J. Lacks, R.M.
Sankaran, Angew. Chem. Int. Edit. 51(11), 2695 (2012). DOI
10.1002/anie.201107256

61. A.E. Wang, I. Greber, J.C. Angus, J. Electrost. 101, 103359
(2019). DOI 10.1016/j.elstat.2019.103359

62. W.B. Dapp, M.H. Müser, Eur. Phys. J. B 86(7) (2013). DOI
10.1140/epjb/e2013-40047-x

63. J. Henniker, Nature 196(4853), 474 (1962). DOI
10.1038/196474a0

64. B. Baytekin, H.T. Baytekin, B.A. Grzybowski, J. Am. Chem. Soc.
134(17), 7223 (2012). DOI 10.1021/ja300925h


