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Surfaces covered with end-anchored polymers under good solvent conditions have excellent tribological properties. The friction
between such surfaces is commonly attributed to steady-state interdigitation of the opposing polymer brushes. However, this
conclusion tends to be based on idealized geometries neglecting surface roughness. Using molecular dynamics simulations, we
find that there are qualitative differences between the friction of rough and flat polymer-brush surfaces. For rough surfaces the
dissipation due to transient interdigitation and capillary- and shape-hysteresis is just as important or can even dominate over
steady-state interdigitation. Having a mix of dissipation mechanisms that are all intertwined affects the observed friction force in
linear-response as well as in the shear-thinning exponents and effective viscosity. Moreover, we find that the effect of the solvent
viscosity is sublinear.

Introduction

To reduce friction and wear, moving parts need to be lubri-
cated. An ideal lubricant stays in the contact during motion
and at rest to prevent surfaces from touching and to diminish
the subsequent damage. Plain water is usually an unsuitable
lubricant, since it is easily squeezed out from zones with high
local pressure gradients. Oils are better lubricants, because
they increase their viscosity with increasing pressure and are
therefore not squeezed out as quickly as water1,2. However,
the best lubricants are found in biological contacts, e.g., in
human joints. They manage to keep an aqueous liquid inside
the contact over a wide range of pressures by the presence of
hydrophilic polymers3. In the last decades there have been
numerous attempts to port this principle to industrial4–11 or
even prosthetic12 applications, in particular through grafting
polymers to surfaces. Studying the lubricating properties of
polymer brushes does not only benefit sliding solid interfaces
but also affect colloidal motion, e.g., in the context of oil re-
covery and drug delivery13,14.

When polymers in a good solvent are anchored by one end
to solid surfaces, they will, depending on the grafting density,
stand up to form soft brushes15,16. Upon pressing two of those
polymer-bearing surfaces together, the brushes will keep the
solvent from being squeezed out even when pressure gradients
are large and thereby protect the surfaces.
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Friction in sliding contacts of polymer brushes is com-
monly related to “combing” that results from the relative mo-
tion of overlapping or interdigitating polymers17–20. In par-
ticular molecular dynamics (MD) simulations, which allow
one to quantify the amount of brush overlap in a straightfor-
ward fashion, reveal a strong correlation between interdigita-
tion and friction19–22. Moreover, motivated from scaling ar-
guments23–25 a direct relation between friction and interdig-
itation has been derived, agreeing with both simulations26,27

and experiments28. The scaling arguments do not depend on
the polarity of the system, i.e., whether brushes and solvent
are hydrophilic or hydrophobic. In fact, recent simulations re-
veal similar exponents of the friction velocity dependence for
hydrophobic neutral and hydrophilic charged polyelectrolyte
polymer brushes29–31 unless the solvent hydrodynamics are
fully screened30. The main difference seems to be that the
polyelectrolyte brushes showed a smaller32 or larger30,31 pref-
actor in the friction. It is difficult to directly compare the effect
of only the charges to experimental observations33, because
in experiments both the charges and the type of polymers will
change. Interestingly, it was recently shown that for charged
brushes the friction can be controlled through external electric
fields34.

Presently, the geometry considered in most experiments
and simulations of brush friction is highly idealized, e.g.,
plane plates in simulations19–21,26, crossed cylinders in sur-
face forces apparatus (SFA) experiments5,33,34, and sphere on
a plate geometry in atomic force microscopy (AFM) exper-
iments7,10,11. However, almost all surfaces have roughness
on many lengthscales. As a consequence of their roughness,
surfaces only touch at a minuscule fraction of the apparent
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Fig. 1 Snapshot of our simulation cell. Two cylinders are set up in parallel. Polymers belonging to opposing brushes are colored differently
(yellow and dark blue) but identical in physical properties. They are attracted to the one-phase solvent (light blue).

contact. Thus, in a sliding interface, contact stresses fluctu-
ate significantly in space and time whenever two peaks from
opposing surfaces bump into each other. These strong stress
fluctuations are known to have a destructive effect on self-
assembled monolayers (SAM)35,36, which is particularly im-
portant in finding a proper lubricant for microelectromechani-
cal systems (MEMS)37. Polymer brushes are less sensitive to
wear, since the grafted polymers are in general more strongly
attached to the surfaces and, in case they do come off38, the
surfaces can be healed by free flowing polymers in the sol-
vent. It was recently shown in AFM experiments that sur-
face roughness will decrease the adhesion between polymer-
bearing surfaces39. Further, the friction due to asperity colli-
sions of surface-adsorbed polymers is known to behave quali-
tatively different from the friction of flat interfaces40.

Upon colliding brush-covered asperities alternative dissipa-
tion mechanisms can arise that are not captured in the ideal-
ized geometries described above. For example, visco-elastic
deformation can lead to shape hysteresis, which is a major
contribution to rubber friction41,42. In fact, recent simulations
of non-centrally colliding star polymers indicate that losses
due to shape hysteresis can dominate when polymers lack the
time to interdigitate during contact43. On top of that, when the
polymers do interdigitate, the slow relaxation of interdigita-
tion will cause transient effects resulting in additional dissipa-
tion44. Also, during the collision the solvent will be expelled
and re-absorbed into the brush causing viscous dissipation45,
as studied for head-on collisions46. Moreover, capillary for-
mation and break-up due to the surface tension of the solvent
can now also contribute to the dissipation47. For example, it is
known from the friction of the human skin that a lot of sweat
decreases the friction compared to dry sliding, but that a bit
of sweat increases the friction due to the formation of small
capillaries48,49. While all these effects can be studied in AFM
and SFA experiments by separating the two surfaces in the di-
rection normal to the interface, there is no general relation be-
tween the adhesive hysteresis under such normal motion and

friction counteracting lateral motion34,50–52.
Here we report MD simulations of the collision and the slid-

ing of two parallel, curved, polymer-bearing surfaces. Upon
moving in the parallel, transverse, and normal direction, we
probe motion at a constant distance, off-center collisions and
head-on collisions respectively. We find that, depending on the
direction of motion a different mix of dissipation mechanisms
can dominate the friction, even in linear response. Moreover,
the effect of the solvent viscosity depends on the mix of dissi-
pation mechanisms. This leads to the conclusion that polymer
brush friction on rough surfaces is qualitatively different from
the friction for polymer brushes on flat surfaces.

Model and Methods

In general, the polarity of polymer brush systems does not
qualitatively alter the friction forces and (depending on the
normal load31) only quantitative variations of the prefactors
are observed29,53. Therefore, we base our simulations on the
generic, bead-spring model by Kremer and Grest54. It has suc-
cessfully reproduced the tribological behavior of adsorbed55

and end-tethered20 hydrocarbon films. Figure 1 shows our
simulation-setup. The two surfaces are both curved and bear
close to 4,000 polymers. For our default system, each polymer
contains N = 30 repeat units, while some selected runs were
repeated with a chain length of N = 100 beads. The poly-
mers are tethered with one end to one surface with a density of
approximately 2.5x the critical grafting density for brush for-
mation. For most simulations 250,000 solvent atoms (dimers)
are added, which makes the brushes slightly undersaturated.
These simulations thus mimic a system where the solvent is
in equilibrium with the vapor-phase and condenses into the
brush56 (i.e., our system would be comparable to experiments
performed at a relative humidity of 90%57). In some selected
runs, we studied the effect of (i) increasing the number of sol-
vent atoms to full saturation or (ii) a complete immersion in
solvent. In the latter we replaced the explicit solvent with a

2 | 1–8



10-4 10-3 10-2 10-1 100

v [ / ]

104

105

106

107

W
 [
]

0.37

0.57

0.67

x
y
z

101

102

103

104

F x
[
/
]

Fig. 2 Friction force Fx (red circles) during lateral motion in the
x-direction and dissipated energy W for transverse motion in y
(green triangles) and normal motion in z (blue squares) as a function
of relative velocity v. The crosses (plus symbols) represent
simulations in which the solvent viscosity is increased (decreased)
by a factor of four. The solid lines are powerlaw fits to the
color-matching data and the dashed lines are guides to the eye.

dissipative particle dynamics (DPD) thermostat, which cor-
rectly reproduces the hydrodynamics of the solvent58. In all
simulations the interaction parameters were chosen such that
the polymers are in good solvent conditions. More details on
the setup can be found in the ESI†.

In the representation of our results, we use the reduced
Lennard Jones units of the Kremer-Grest model. They trans-
late to54: time τ = 3 ps, length σ = 0.5 nm, energy ε = 30
meV and pressure P, εσ−3 = 40 MPa. Our simulations are
conducted in four modes: (a) motion along the symmetry or
x-direction, mimicking sliding dynamics in an ideally confor-
mal contact, (b) sliding along the y-direction, which probes
lateral, off-center asperity collision, (c) mutual brush com-
pression and decompression through normal motion in z, and
(d) no motion at all. In modes (a)-(c) we simulate the motion
at constant separation rather than constant load, to reproduce
large stress fluctuations. In mode (d), we measure thermal
force autocorrelation functions to gain insight in dissipation
mechanisms close to equilibrium.

Results and Discussion

When sliding in x-direction, we probe similar dissipation
mechanisms as in the parallel-plate geometry, where comb-
ing and subsequent solvent flow causes energy dissipation.
Consequently, we find a sublinear F ∝ vκ dependence simi-
lar to that identified previously26 (see Fig. 2). Our exponent

of κ = 0.67 is close to the estimate of κ ≈ 0.69 for dry brush
friction. However, upon sliding polymer-bearing surfaces at
different velocities a velocity-dependent pressure-gradient in
y is induced, which slightly increases our contact area. The
latter causes our normal load to increase with increasing ve-
locity more than expected solely due to shear-thinning of the
system. By normalizing our friction force by the normal load
we eliminate this effect to a linear approximation and conse-
quently we find an exponent of κ = 0.57 in agreement with
literature-values derived for semi-dilute brushes26,59. Test-
runs show an effective exponent that is independent of the
chain-length up to N = 100 beads and the amount of solvent
absorbed into the brush. Moreover, by doubling the amount
of solvent, the prefactor decreased with a factor 2-3, in agree-
ment with experimental observations56. As shown in the ESI†
(Fig.1), for small velocities our exponent is independent of
the applied normal pressure between −30 and 400 MPa §

(κ = 0.67±0.02).
In summary and in agreement with earlier observations26,

we find that for parallel sliding the scaling is independent of
the normal load, brush characteristics and amount of absorbed
solvent. The exponent for our curved surfaces is almost identi-
cal to exponents obtained for a parallel plate geometry. There-
fore we conclude that for sliding at constant distance the shear-
thinnning exponent is also independent of the capillary and the
exact geometry for these and larger effective radii. The latter
is consistent with the fact that the same scaling was observed
in SFA experiments using a crossed-cylinder geometry28 and
MD simulations using a parallel plate geometry26.

If the direction of sliding is changed to y, we no longer
move parallel to a symmetry axis. The brushes are deformed
viscoelastically, which includes partial squeeze-out of the sol-
vent and its re–absorption. As a consequence, various addi-
tional features arise in the force traces during the periodic col-
lision of two asperities, which is shown in Fig. 3a: (i) capillary
breakup and formation near y/L = 0.1 (where L is the length
of our simulation cell), (ii) a peak around y/L = 0.5, and (iii)
a shoulder around y/L = 0.8. The instantaneous forces can be
decomposed into dissipative and non-dissipative forces. The
latter must have zero mean (averaged over one period) and
be antisymmetric about the symmetry points (y/L = 0 and
y/L = 0.5). The remaining contribution is symmetric and dis-
sipative. Its average value corresponds to the mean kinetic
friction Fk =W/L with W =

∫ L
0 Fy(y)dy.

(i) Capillary dynamics is a thermally activated processes.
This is why the positions of break-up and formation change
logarithmically with v near y/L = 0.1. Locally, a friction force
logarithmic in v would arise at small v, which would only cross
over to linear response at extremely small velocities60.

(ii) The first peak near y/L = 0.5 is symmetric and there-

§ For the conversion to real units we used the approximation that the normal
force arises due to the deformation of the central 16 σ of the contact
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Fig. 3 (a) Force trace Fy of an asperity collision during transverse motion in y monitored over one period L (L is the length of our simulation
cell) at different velocities v. The black line represents the equilibrium forces. (b) Force trace Fz during contact formation and break up under
normal motion in z, where d denotes the distance between the solid surfaces. In the graphs, snapshots are inserted, which show the
configuration at symmetry related points.

fore purely dissipative (see ESI† Fig. 2). At this point mainly
shape hysteresis and steady state interdigitation control the
dissipation, which we conclude from the overlap integral and
analysis of the snapshots taken from the simulations. The
height of the peak scales with v0.69, i.e. similar to the scal-
ing found in Fx(y = L/2) when moving in x direction.

(iii) The shoulder in ∆F(v) in Fig. 3a turns into a (roughly
symmetric) peak at y/L ≈ 0.78 after subtracting the peak at
y/L = 0.5 as well as the equilibrium force (see ESI† Fig. 2).
The height of the second peak scales with v0.67. As the sec-
ond peak is not located at a symmetry point, both dissipative
and non-dissipative forces contribute to it. This peak, there-
fore, must be caused by transient forces as earlier modeled for
interdigitating soft-matter systems61,62.

It is difficult to say what the relative contribution of each
dissipation mechanism is to the mean friction force when
moving parallel to y, since the relative contribution strongly
changes in space and time. All mechanisms are intertwined
(e.g. interdigitation affects both the capillary and shape hys-
teresis and vice versa), which again strongly depends on the
velocity. This might explain why the mean kinetic friction also
shows a power-law scaling just as individual dissipation mech-
anisms, interdigitation and shape hysteresis, do. The total in-
tegral scales with v0.57 (see Fig.2). This exponent is the same
as obtained for dissipation between fully solvated brushes in
parallel plate geometries26. However, it is also close to the
κ = 0.54 identified in simulation of off-center collisions be-
tween star polymers43. In the latter, the dissipation was re-
lated to symmetry-breaking of the monomer density distribu-
tion, a.k.a. shape hysteresis (interdigitation was found to be

negligible). Thus, in the end it may be difficult to discriminate
experimentally between the relative contributions of combing
and viscoelasticity or alternative dissipation mechanisms.

When we increase the number of solvent atoms to full satu-
ration, the second peak in the force trace becomes less pro-
nounced and the effective exponent slightly increases. On
the other hand, upon increasing the chain-length to N = 100
beads, the second peak becomes more pronounced and the ex-
tracted effective exponent slightly decreases. However, when
we use the DPD thermostat to mimic complete immersion in
solvent, the force trace significantly changes. There is no cap-
illary breakup and the second peak strongly decreases (see
ESI† Fig. 3) while our exponent increases to κ = 0.65±0.06.
From the latter we can conclude that a capillary due to the
surface tension of the solvent strongly enhances the transient
effects resulting in a different effective scaling. Thus, in con-
trast to parallel sliding, changing the simulation parameters
now changes the mix of dissipation mechanisms and thus al-
ters the effective exponents.

When changing the motion to the direction perpendicular
to the interface, we also observe transient forces amplifying
shape and capillary hysteresis, see Fig. 3b, as previously for
the y-direction. The total integral over the force now scales
with a smaller exponent, namely with v0.37 (see Fig. 2). For
this head-on collision there will be a different relative contri-
bution of the different dissipation mechanisms compared to an
off-center collision. Consequently the exponent alters. How-
ever, having different responses in transverse and normal di-
rection is to be expected even when there is a single dissipation
mechanism (since the walls break the symmetry). Anisotropy
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in the pre-factors already occurs for simple liquids in linear
response63,64. Thus, for more complex, shear-thinning liquids
higher-order corrections can also be different and lead to dif-
ferent powerlaws outside linear response. This is yet another
example for not having a stringent correlation between friction
and adhesion50.

In theoretical treatments of brush friction, the sublinear in-
crease of F with v is believed to occur due to changes of poly-
mer configurations, e.g., tilting of the brushes and reduction
of overlap in response to shear. Locally, Stokes friction be-
tween polymer blobs, proportional to the solvent viscosity η ,
is assumed. However, in experiments it is regularly observed
that the solvent viscosity is of minor importance65 and that
the friction force is strongly dependent on the amount of sol-
vent absorbed into the brush56,65. To study this in more de-
tail, we varied the solvent viscosity by multiplying the mass
of solvent atoms with mass scaling factors of sm = 16 and
sm = 1/16 while keeping all other parameters unchanged. In
linear response, the frequency of a homogeneous mode, i.e.,
a mode involving an equal amount of solvent and polymer
atoms, is proportional to 1/

√
ρp + smρs (with ρp and ρs the

default mass densities of polymer and solvent, resp.). For our
system of interest, ρp = ρs so that the frequencies of homo-
geneous modes rescale with r =

√
2/(1+16) ≈ 1/2.92 for

sm = 16 and r =
√

2/(1+1/16)≈ 1.37 for sm = 1/16. Thus,
for our default system in linear response, one would expect an
increase of the damping γ by a factor of 2.92 rather than 4 for
the solvent isotope of sm = 16.

Fig. 2 reveals that the solvent viscosity affects the dissipa-
tion strongest for lateral motion ¶, for which κ = 0.67 is largest
and thus closest to linear response. Yet, the increase remains
less than predicted, i.e., for sm = 16, friction increases only
by a factor of 2 rather than 2.92. The effect of the solvent
viscosity on friction is smallest for normal motion (κ = 0.37,
O(30%)). Our interpretation of this observation is that the
local friction cannot be Stokes like. Instead local dynamics
resembling instabilities (i.e., sudden, shear-induced changes
from one configuration to the next stable or metastable con-
figuration) determine the dissipated energy, irrespective of the
precise duration of the jump (which does depend on η). When
the dissipation is caused by instabilities, the damping affects
the friction with the same exponent as the velocity66–68, ex-
cept for linear response at extremely small velocities. On
a logarithmic scale, our data show a close resemblance to
F ∝ (γv)κ , which implies that polymer brush friction might be
dominated by athermal second-order instabilities69 and that,
in agreement with experimental observations65 the damping
is determined by homogeneous modes instead of the solvent
viscosity.

¶ Note that for motion in x the viscosity does not affect the shear thinning ex-
ponent within the error bars, while for motion in y the effective exponent
decreases to 0.51
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To elucidate the dissipation mechanism close to equilibrium
we determine the force autocorrelation function, Gαα(t) =
〈Fα(t)Fα(0)〉. Here Fα(t) is the force on one surface at time
t. We evaluate Gαα(t) for each Cartesian coordinate α while
keeping x, y = L/2, and z fixed. The Fourier transform of
Gαα(t) is related to the linear-response, frequency-dependent
damping γ(ω) through the fluctuation-dissipation theorem via
γ(ω) =Re(G(ω))/2kBT 70. Fig. 4 shows G(ω) at a separa-
tion at which the load is slightly positive. Features do not
change in a qualitative fashion between −30 and 400 MPa,
except for the scaling at very small frequencies. High fre-
quencies tend to reflect local vibrational dynamics, while low
frequencies are long wavelength or relaxational dynamics.
The high-frequency end of the spectra (ω > 5) represent the
quasi harmonic motion of the wall atoms. They remain un-
changed when the solvent viscosity is increased. For frequen-
cies ω < 5, the spectra shift roughly with the predicted factor
of 2.9 for high solvent viscosity, which means that the underly-
ing dynamics consist of a concerted solvent-polymer motion.
Upon doubling the amount of solvent in the brushes, the fea-
tures in the spectra hardly change (< 40%, see ESI† Fig. 4),
which is most probably due to the change in brush height. This
means that the friction reduction with increased solvent quan-
tity, which is observed in the non-equilibrium simulations in
x, must be a non-linear effect.

Since it takes roughly Twi = 5τ for information to travel
from one wall to the interface and back‖, features in the spec-
tra reflecting interfacial properties must live at frequencies
distinctly less than ωwi = 2/Twi = O(0.4). The damping of

‖The response time was found by measuring the time for a delta-pulse to travel
from one surface to the opposing one.
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the default system (sm = 1) shows a peak near ω = 0.8 for
α = y,z (but not for α = x). Because these peaks are too high
in frequency to be sensitive to the interface, they can only be
related to internal brush dynamics normal to the surface. In
fact, averaged over the surface 〈(ny/nz)〉= 0.3 (with n the (lo-
cal) unit vector), which roughly coincides with the ratio of
Gyy(ω = 0.8) ≈ 0.07 and Gzz(ω = 0.8) ≈ 0.2. Thus, both
peaks represent the same internal brush dynamics normal to
the surface. Due to the curvature of our ridge, x has no com-
ponent that is locally normal to the surface, and therefore there
is no peak at this frequency. The peak in the damping in z at
ω = 0.25 represents the dissipation due to the capillary, which
disappears when we apply a local brush non-overlapping con-
straint, which eliminates both brush overlap and the capillary
due to the surface tension of the liquid. At very small frequen-
cies, the default system shows G(ω) ∝ ω−µ with µ ≈ 0.4, im-
plying a complex visco-elastic response controlled by many
relaxation processes. In the x-direction, µ only slightly in-
creases with the compression (see ESI† Fig. 5), consistent
with recent AFM experiments studying the thermal response
of interdigitated brushes71. For the x-direction the relaxation
processes at small frequencies can only be due to interdigi-
tation. In fact, Gxx(ω) no longer increases with decreasing
ω for ω < 0.1 (µ = 0) when we apply the local brush non-
overlapping constraint, while the spectral response for ω > 0.1
remains unaltered. In the (y,z)-direction, our constraint does
not strongly affect the scaling at small frequencies. However,
µ increases with increasing compression (for z a lot stronger
than for y). A similar effect was observed in experiments of
the thermal response of a single brush with no interdigita-
tion72. Therefore, we contribute the damping in z at small fre-
quencies to the relaxation of global visco-elastic modes, while
for y it is probably a combination of both interdigitation and
global shape modes.

At the lowest frequencies (ω < 10−3 in Fig. 4) the
frequency-dependent damping is almost independent of the
solvent viscosity. For frequencies smaller than the slowest re-
laxation time in the system µ should go to zero. We cannot
measure at which frequencies the damping levels off and con-
sequently we cannot extract the effect of the solvent viscosity
on the integrated damping for ω = 0. Nevertheless, there is a
range of frequencies for which the damping is independent of
the solvent viscosity.

Although we mimicked roughness by employing curved
surfaces, our system remains quite idealized. Therefore, a rel-
evant question is: how do our results relate to realistic (exper-
imental) systems? Our longest polymer-chains had a length
∼ 50nm, while polymers used in experiments are often longer.
For parallel sliding, this will most likely not be a major is-
sue, since we found no effect of the chain-length on the shear-
thinning exponent. However, for asperity collisions, the chain
length affects the relative importance of transient forces and

thus the effective exponent. Additionally, real brushes will not
have a single chain-length, but a chain-length distribution. For
parallel sliding, this will, again, not affect the shear-thinning
exponent. Yet, for sliding on rough surfaces, the effect of
the chain-length is non-linear and thus a chain-length distri-
bution will result in a different exponent compared to a single
chain-length. In fact, it was recently shown for normal motion
(head-on collisions) than polydispersity can qualitatively alter
the dynamic response73. Moreover, the solvent used in exper-
iments will not be as pure as ours. Real solvents will be ’con-
taminated’ with other liquids and free-floating polymers. For
parallel sliding the shear-thinning exponent was found to be
independent of the amount/type of solvent. Nevertheless, for
asperity collisions, the effective scaling strongly depends on
the amount of solvent and on the surface tension and viscosity
of the solvent. Therefore, also solvent-impurities in realistic
systems will affect the rate-dependent friction-force for rough
surfaces. On top of all this, in the present study we collided
two asperities with a single curvature (R = 50nm). Real rough
surfaces will have a non-uniform roughness distribution74 and
thus many different asperities of different shapes and sizes.
Since the radius of curvature affects the scaling (for R→ ∞

we should obtain parallel sliding), the effective exponent for
real rough surfaces will be different from ours.

Whether or not surface roughness will play a role in poly-
mer brush friction depends on the dimensions of the system.
It is intuitively plausible that there will be asperity collisions
when the surface roughness amplitude is comparable or larger
than the brush height. On the other hand, when the surface
roughness amplitude is a lot smaller than the brush height, the
brush interface will only show thermal roughness75,76 that is
uncorrelated with the surface roughness. Similar as described
for simple liquids77, there will be a healing length for poly-
mer brushes. When the energetic cost due to surface tension
of a curved interface is a lot higher than the energy penalty
of an elastic deformation of the brush, the roughness of the
interface will be thermally driven75 and uncorrelated with the
roughness of the surface. For a typical experimental setup of
a polymer brush with a height > 100nm grafted onto a sili-
con surface with an average roughness amplitude of ±1nm,
the interfacial thermal roughness will be uncorrelated with the
roughness of the surface. However, surfaces used in industry
typically have a larger roughness amplitude74 and so for in-
dustrial applications our results might become relevant. More-
over, it was shown in recent experiments that polymer brushes
can only partly overcome the roughness of joint cartilage78.

Our simulation show that the force maximum during an as-
perity collision (Fig. 3a) is not much higher than the steady-
state friction force at the same velocity (∼ 70%, see Fig. 2).
Keeping in mind that the real contact area of rough surfaces in
contact is only a small fraction of the apparent contact area79

(∼ 10−4), one can see that a small brushheight means a low
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friction force. Nevertheless, the brush should be high enough
to prevent solid asperity collisions. thus, the optimal height
will depend on the exact roughness distribution.

Interestingly, thermal fluctuations at the interface of the
polymer brush will result in interfacial waves with a character-
istic wavelength75,76. Thus, surface roughness can, depending
on the exact roughness distribution, have a similar effect. Pre-
liminary results show that, under specific circumstances, these
interfacial waves can cause mono-dispersed asperity collisions
after all, which will be subject of future research.

Conclusions

In summary, we have shown that the friction force for poly-
mer brushes on rough surfaces can be qualitatively different
from the friction for flat surfaces, resulting in different effec-
tive viscosities and shear-thinning exponents. We moved two
parallel cylinders, decorated with end-anchored polymers, in
the lateral, transverse and normal direction. For motion in the
lateral direction, the distance between the walls remained con-
stant during sliding and thus we studied a system comparable
to idealized geometries. As expected, we observed that the
dissipation is dominated by steady-state interdigitation. More-
over, we found a shear-thinning exponent that is independent
of the normal load, brush characteristics, geometry, solvent
viscosity or the amount of solvent, in agreement with earlier
observations26 for conformal contacts. Only the prefactors
are affected by these parameters. Upon moving in the trans-
verse direction, we mimicked the sliding of rough surfaces.
We find that for asperity collisions transient interdigitation and
capillary- and shape-hysteresis can contribute to the friction as
much as steady-state interdigitation or even more. The expo-
nents describing the rate dependence of the dissipation outside
linear response now depend on the mix of different dissipa-
tion mechanisms. Consequently, now both the prefactor and
the exponents depend on the normal load, brush characteris-
tics, geometry and the amount/type of solvent. For normal
motion the mix of dissipation-mechanisms was again different
from transverse motion, resulting in a different exponent and
so we reconfirm that there is no direct relation between fric-
tion and adhesion. The qualitative difference in the friction
for rough and flat surfaces was also observed in the linear re-
sponse regime. Finally, we found that the effect of the solvent
viscosity on the prefactor in the friction force is sublinear, im-
plying a deviation from Stokes-like dynamics in the polymer
brush.
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